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Engineering vs. science




Words

* History repeats Itself.

* The future 1s a door, the past is the key. The farther
backward you can look, the farther forward you
can see.

*[f we could do 1t again?



.\

e

2018
ETF I Maych
Aas e

s “ -

."0»-

1




3

oy
s »
s Wasie M Late B v e Lt o (T £ e Gt e T TRy Pl m@

-

- \




Z 1 OGAS vs APANET



USSR vs US

SiX ‘(esearch directives

0GAs  GEMI| eggyr
Viktor Glushkov An economic networks for
- 1 command economy
from Khjushchey to Brezhnev (electronic socialism)
ESS CEMI was no longer actively
Aleksandr A. KharKevich pursuing any unified computer
EASU t network projects
Anatoly Kitov RSEC Local computer were built
Sputnik Red ITBOOk N. 1. KTovaIevs never connected
1957 19%8 1959 1960 1962 1963 19"64 1965 19%9 19$3
ARPA Paul Baran ARPANET TCP/IP
v Donald Davies

J.C.R. Licklider’s

Man-Computer Symbiosis

A “survivable” network that would
last long enough in a nuclear strike



aul Baran's paper, ARPANET and RFC1

*— Link

T Station

(a) (b) (c)
Figure 3.2
Three network types: (a) Centralized, (b) decentralized, and (c) distributed. Source:
From Paul Baran, “Introduction to Distributed Communication Networks.” On Dis-
tributed Communications, RAND Corporation Memorandum RM-3420-PR, August
1964, 2. Reproduced with permission of The Rand Corp.

ARPA: NETWORK, LOGICAL MAP, MAY 1973

HAWAN AMES

] G

Network Working Group Steve Crocker
Request for Comments: 1 UCLA
7 April 15965

Title: Host Software
Zuthor: Steve Crocker
Installation: UCLA
Date: 7 mpril 1565

Network Working Group Request for Comment: 1




OGAS

Six research directives

1.

De\(eIoF a theory of
optimal planning and
management for a unified
mathematical model of
national economy;

Develop a unified system
of economic information;

Standardize and _
algorithmize the planning
and management
processes;

Develop mathematical
methods for solving
economic problems;

Design and create a
unified state network of
computer centers;

Derive a specialized
planning and
management system
based on mathematical
methods and computer
technology.

Resistance from at least five
groups

1.

The military wanted nothing to do
with civilian affairs, especially when
that meant fixing the command
economy that already fed its
coffers;

The economic ministries
(particularly the Central Statistical
Administration and the Ministry of
Finance) wanted the OGAS Project
under their control and fought to
the point of mutiny to keep
competing ministries from
controlling it;

The bureaucrats administering the
plan feared that the network
would put them out of a job;

Factory managers and factory
workers worried that the network
would pull them out of the
informal gray economy; and

Liberal economists fretted that the
network would prevent the market
reforms that they sought to
introduce.

ABTOMATHMIAUMA NPOEKTHPOBANHR
ABTOMATOS
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peaking sbout menss formation systems. Imag

Viktor Glushkov
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INWG

1st INWG 2nd INWG 3rd INWG 4th INWG
1972.10 DC 1973.06 NY 1974.10[SE] 1975.05CA

INWG 85 rejected

funding
INWG 39 Reality

NPL
INWG 96

\/

ARPANET - INWG 39

Cyclades INWG 61

CCITT “do not object to packet switching, as long as it looks just like circuit switching.”
Cerf resigned

1972 1973 1974 1975 1976 1980
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The Cyclades Architecture and David Clark (1988

Host or End Swstam (19?2)
Application N .
Tramepor |« TE: End-to-End Reliability
Bouter
Netwod: N N N
Diata Link
Diysiczl & > > >

Host won't trust the network -

the network does not have to be perfect
(and can’t be) -2

« Best-effort 2

« End-to-end

End-To-End Arguments in System Design

J. H. SALTZER, D. P. REED, and D. D. CLARK
Massachusetls Institute of Technology Laboratory for Gomputer Science

 the W of functions asong e sodules of
called th L, functions
i . i Il o . sysiess b seundant < of il v e sempared with ihe cost of
prniding them at that Jos levil Eescuplen dseaseare in the papes include bit-eevus rocovery, security
dhepplia . recovery ackmoul-
agment | e i e rrm—
menie.
TR Catngosies and Subject Dvecriptors: C0 [Gameral] Computer System Ceganisatios—swien
avhuiperiures; U212 [Compuier-Communication Networks): Network Protoels—prtorod anchi-
tisture; 024 [Computer-Commaniention Networks|: Ditrduted Sybems: D47 [(perating
Symimms): (rganizscion and Desigs—distributed mortems
Genneral Tarmesr Deosgn

Additivsal Ky Wonds ssd Phrases: Tista commesivation, protocol design, desigs principles

Thin paper desi
&

1. INTRODUGTION

(Chuosing the proper beandnries batween furctions i perhaps the primary activity
of the camputer system designor. Design principles that provide guidance in this
chuice of furction placement are among the most imporiant tooks of & system
designer. This paper discusses one class of function placement argument that
kas been used for many yenrs with meither explieit recopnition nor much sonvie-
tinn. However, the emergence of the data communication network as a computer
system companent has sharpened this line of function placement argument by
making mare apparent. the situations in which and the ressons why it applies.
This paper articulates the argument explcitly, 8o 45 1o examine its nature and
to see haw genaral it eally is. The argument appeals to application requirensents
wnd provides a rationale for moving & function upward in a layered system closer
to the application that uses the funclion. We begin by considering the commu-
nication network version of the angrment.

This wvansion of a paper adapted from Bnd-to- Endnmmmmsmml:h-ubun
Saltzar, 1P, Head. and .0 Clark from the 2nd Intersationid Confiresss on Distrbuied Systems
1P-u.hum April 8-10) 1851, pp. 503512 & IEEE 1351
This reseasth was sppurted in part by the Advanosd Rlessarch Projects Apency of 12 15,
:g;n.....m D and manisered by the Office of Nevad Resserch snder cantoc NOSILE-73-
1
Autbors” dddesss: J. H. Saltzer mnd I [ Clark. MLT. Laboratory for Comgetar Srisnce, $45
Tackrnlogry Spanra, Cambridge. MA 09158, 11, P, Rosd, Soltwace Arts, Inc., 27 Mica Lane, Wellesley,
DA 8T,
Besrzisitm b oy without fas all or part of this maceeial is geasted peinvided thist (b copies are not
e o distributed for direct commereial advantage, the ACM espyrige nesien and the ttle of the
publicestion and its dese apgear, and natice i given thi copving ie by permission of the Assocation
Er Cumpuiing Mashiners, To copy oiserwise, or to repubish, reqeices & fon wndfor specilc

Perminaion.
©1584 ALD 07342070/ 1ID-08TT B0 TS
ACM Traraactians oo Comapanes Symters, Vel 2, Mo, & Resvsubn 1661, Pages 477555
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278 - JH, Satzer, 0 P. Reed, and O

In & system that inclodes commu
boundary around the commumnication
between it and the rest of the system.
there i a list of functions each of whic
ways: by the communication subsyst)
perhaps redundantly, each doing its aw
the requirements of the application g
arguments:

The function in question can compled
the knowiedge and help of the appli
communication syetem. Therefore, prov
af the communication spstem itwlf i
versicn of the function provided by the
performance enhoncemsent. |

We call this line of reasoning agninst low-level function implamentation the
end-ta-end argument. The following sections examine the end-to-end argument
in detail, first with & case atady of o typieal example in which it i used—the
function in question i reliable data transmissicn—and then by exhibiting the
range of functions to which the same argument can be applied. For the case of
the data communication system, this range inchades encroption, duplicate mes-
sape detection, message sequencing, guarantesd message delivery, detecting host
crashes, and delivery receipts. In a broader contest, the argument seems o apply
ta many other functions of a computer operating system, including its file system.
Exasination of this brosder context will be easber, however, if we first consider
the more specific data communication eontast,

2. CAREFLL FILE TRANSFER

2.1 End-o-End Caretaking

Comsider the problem of coreful il tranafer. A file is stored by a file system in
the disk storage of computer A, Computer & s linked by a data communication
metwork with computer B, which alss has a file system and a disk stare. The
ohject is to move the file from computer A's storage to computer B's storage
without damage, keeping in mind that fallures can oceur 8t various points along
the way. The application program in this case is the file tranafer program., par:
of which runs at host A and part at host B. In order to discuss the poasible
threats to the file’s integrity in this transaction, let us sssume that the following
specific stepe are involved:

(1) At host A the file transfer program calls upen the file system to read the file
fram the disk, where it resides on several tracks, and the file systom pases
it tos the file tranafer progeam in fixed-size blocks chosen 1o be disk format
independent,

12) Alsoat host A, the file teansfer program asks the data communication system
to transenit the file using some communication protocol that invalves splitticg
the data into packers, The packet size is typically different from the file
block size and the disk track size.

ACM Trimaeti - ol, %, N4,

G G
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A protocol for packet network
iIntercommunication

A Protocol for Packet Network Intercommunication

VINTON G. CERF axo ROBERT E. KAHN,

MEMBER,

Abstract — A protocol that supports the sharing of resources that exist
in different packet switching networks is presented. The protocol provi

E

of one or more packet switches, and a collection of
media that i the packet

for variation in individual network packet sizes, failures,
sequencing, flow control, end-to-end error checking, and the creation .mu
destruction  of  logical  process-to-process  connections.
implementation issucs are considered, and probleans such as interactwork
routing, accounting, and timeouts are exposed.

INTRODUCTION
IN THE LAST few years considerable effort has
been expended on the design and implementation of
packet switching networks [1]-[7],[14],[17]. A prin-
ciple reason for developing such networks has been
to facilitate the sharing of computer resources. A
packet communication network includes a transpor-
tation mechanism for delivering data between com-
puters or between computers and terminals. Tu

switches. Within each Host, we assume that there
exist processes which must communicate with
processes in their own or other Hosts. Any current
definition of a process will be adequate for our
purposes [13]. These processes are generally the
ultimate source and destination of data in the
network. Typically, within an individual network,
there exists a protocol for communication between
any source and destination process. Only the source
and dcstmnuon processes requlre knowledge of this
for i to take place.

Processes in two distinct networks would ordinarily
use different protocols for this purpose. The
ble of packet switches and communication

make the data and

share a common protocol (i.e, a scl of agreed upon
conventions). Several protocols have already been
developed for this purpose [8]-[12],[16]. However,
these protocols have addressed only the problem of
communication on the same network. In this paper
we present a protocol design and philosophy that
supports the sharing of resources that exist in differ-
ent packet switching networks.

After a brief introduction to internetwork
protocol issues, we describe the function of a
GATEWAY as an interface between networks and
discuss its role in the protocol. We then wnaldcr the

media is called the packet switching subnet. Fig. 1
illustrates these ideas.

In a typical packet switching subnet, data of a
fixed maximum size are accepted from a source
HosT, together with a formatted destination address
which is used to route the data in a store and
forward fashion. The transmit time for this data is
usually dependent upon internal network parameters
such as communication media data rates, buffering

2 routeing, proy
delays, ctc. In addition, some mc‘.hamxm is
gcncrally _ present for error handling and
deter of status of the networks components.

various details of the protocol, includi

formatting, buffering, sequencing, flow control,
error control, and so forth. We close with a
description of an interprocess communication
mechanism and show how it can be supported by
the internetwork protocol.

Even though many different and complex
problems must be solved in the design of an
individual packet swilching nclwork‘ these
p are p when
dissimilar networks are mluumncm.d Issues arise
which may have no direct counterpart in an
individual network and which strongly influence the
way in which internetwork communication can take
place.

A typical packet switching network is composed
of a set of computer resources called HOSTS, a set

Paper approved by the Associate Editor for Data Communications of the
IEEE C Society for without oral
Manuseript received November 5, 1973. The rescarch reported in this pa-
per was supported in part by the Advanced Rescarch Prjecs Ageney of
the Department of Defense under Contract DAHC 15-

V.G. Cerf is with the Dtpmmcnlof(umpukr Sclancn and E Ierlnull En-
ginecring, Standford University, Stanford, Cali

RE. Kahn is with the Information Pw‘c»mg Technology Office,
Advanced Rescarch Projects Agency, Department of Defense, Arlington,
Va.

Individual packet switching networks may differ
in their implementations as follows.

1) Each network may have distinct ways of
addressing the receiver, thus requiring that a
uniform addressing scheme be created which can be
understood by each individual network.

2) Each network may accept data of different
maximum size, thus requiring networks to deal in
units of the smallest maximum size (which may be
impractically small) or requiring procedures which
allow data crossing a network boundary to be
reformatted into smaller picces.

3) The success or failure of a transmission and
its performance in each network is governed by
different time delays in accepting, delivering, and
lr.\nspumn[, th data. Thi~ requires carcfu[

k timing p d
insure that dam can be successfully dcllvcred
through the various networks.

4) Within each network, commumcaucn may be

pted due to of the data
or missing data. End d i
are desirable to allow complete recovery from these
conditions.

© 1974 IEEE. Reprinted, with permission. from IEEE Trans on Comms, Vol Com-22, No 5 May 1974

[10]

(3]

[14]

(16]

17

(18]
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INWG 39 and TCP/IP

1st INWG 2nd INWG 3rd INWG 4th INWG
1972.10 DC 1973.06 NY 1974.10[SE] 1975.05CA

w1

ARPANET - INWG 39
NPL \
s INWG 96

Cyclades - - INWG 61

CCITT “do not object to packet switching, as long as it looks just like circuit switching.”
Cerf resigned

funding
INWG 39 Reality

N S

Split IP from TCP
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Splt TCP and [P

Network Working Group Vinton Cerf
Eequest for Comments: 675 Yozen Dalal
NIC: 2 Carl Sunshine
INWG: 72 December 1974

SPECIFICATION OF INTEENET TEANSMISSION CONTREOL PROGEANM

December 1974 Version

1. INTRODUCTION

This document descrikes the functions to be performed by the
internetwork Transmission Control Prosram [TCP] and its interface to
programs or users that require 1ts services. Several basic
agsumptlons are made about process to process communication and these
are listed here without further justification. The interested reader
is referred to [CEKAT4, TOMLT4, BELST4, DALAT4, SUNST4] for further
discussion.
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Splt TCP and IP (2)

* The initial effort to
Implement TCP resulted in
a version that only allowed
for virtual circuits.

Vint Cerf
* Different applications « Not designed for any specific
e File transfer — - applications: just move packets
: = * Designed to run over an
* Voice i gnead to y
Hony Bl communication technology
* In 1978, Cerf, Danny Cohen * Permission innovation at the
and Jon Postel, split the e [ or ] e edges
functions of TCP into two o e e » Design to scale
protocols, TCP and the * Open to new protocols, new
Internet Protocol (IP). oy .®® i 2 technologies, new applications
| _

18



INWG transport protocols

TR Internetwork Transport Laver
= Three layers of different
| _SNDC_ Network Layer -
SNAC : scope each with addresses
__LLC Data Link
MAC Layer
Host Internet Gateways Host
Application Application
Internst Invterneat
Trenspodt Trensport
Netwodietems — | = Tt Metwodk
e —ar—I 3 I o
ztz Link ztz Link
Metworl: 1 Metworl: 2 Matworl 3

« Inter-domain routing: Internet layer
« |Intra-domain routing: network layer
« Subnets: link layer
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ON]

1st meeting

1978.02 < ————1| NSFNETAUP

British proposal CCITT
U.S. and French support _ - DoD GOSIP
Virtual circuit
Fight against INGW
IBM and Telcos _ _
datagram design Ten Years of OSI—Maturity or Infancy?,”
UNIX" | s 0sI Too Late?’
TCP/IP NSFNET l
1977 1978 1983 1984 1985 1088 1989 1991 1992

Can you imagine trying to get the representatives from ten major and competing computer corporations, and ten telephone
companies and PTTs], and the technical experts from ten different nations to come to any agreement within the foreseeable
future?”

21



1L TCP/IPELFE T OS

At the time the second edition of this book was
Ths Intsr et £ reliicetre

published (1989), it appeared to many experts in the field

that the OSI model and its protocols were going to take - D
over the world and push everything else out of their way. Comparison of OSI and TCP/IP model:
This did not happen. Why? A look back at some of the

. 0S| medel TCP/IP model
lessons may be useful. These lessons can be summarized . . _
as: Services 7 Application | Application | N
’ i — = i ot present
1 Bad t|m|ng /eonnechon: 6 Presentation | {_——— in the model
' ' The OS| model, along with the . oriented 5 Session | —
2. Bad technology. : , L P
_ 9y associated service definitions — Transport | Transport. 4 oriented.
3. Bad implementations. and protocols, is ‘connection- Newwork | Internet \1\
it . . \ | - ; - e,
4. Bad politics. extraordinarily complex. = 2 Daalik | | HosttoNewark eonnection
1 Physical | less
from «Computer Networks? Fourth Edition by Andrew S. Tanenbaum, 2003
Services
Noal-er-ectane e Beiee Hisihe . g Bl eedlee It rAr ~FLAR 20 [CH1 ]
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HHLTCP/IPEBE 7 ATM

=HEEA

ATM was going to solve all
the world's networking and

/ Plives meagsment telecommunications problems
/ Layer management by merging VOice, data., cable
Control plane User plane television, telex, telegraph,
Upper layers Upper layers \,ﬁ%/ carrier plgeon, tln cans
e CS: Convergence sublayer connected by Stnngs tom-
CS ____ AMm adaptation layer ——————— é@\ / SAR: Segmentation and . ’
SAR reassembly sublayer toms, smoke signals, and
_ AT lager yj / T s sion convergence— ayiarything else into a single
_______ : I : - : .
s Physical layer & PMD: ggg::fgémii'&g‘yer integrated _system that could
do everything for everyone.
Router Subnet
Sending host Receiving host .
T P2 K HAL
D — 2o
B0 K537
Sending process Virtual circuit Receiving process
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JRIK

Complexity - The Internet
and the Telco Philosophies

A Somewhat Heretical View

2002.10.28

NANOG / Eugene

Randy Bush <randy@psg.com:
<http://psg.com/~randy/021028 nanog-complex.pdfs

2002.10.28 NANOS Complexity Copyright 2002, Randy Bush

The Only Real Problem is

Scaling

All the others inherit from that one

If you can scale, everything else must be
working.

-- Mike O'Dell - Chief Technologist UUNET

2002.10.28 NANOG Complexity Copyright 2002, Randy Bush
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IPNng

INETO2 IETF - 24

Kobe meeting Cambridge, Massachusetts

meeting

IAB proposal
for CLNP

IETF participants protested to the Internet Society

iab-minutes-1992-06-18 IETF24
In discussing TUBA, which proposes using CLNP in place of IP, several important limitations of CLNP were brought
up: the way it embeds routing hierarchy in the addresses (Huitema), and the even- tual need to support realtime 7:00-10: ; : .
service (Braden). Cerf proposed a principle: if CLNP were to be adopted for use in the Internet, the IAB/IETF must 00-10:00 pm Tuesclay, J‘uly 14, 1992 Evenmg Sessions

retain flexibility for its evolution in the Internet context. It was suggested that we call the new Internet layer “IP v7”,
to make clear that the intent is to use only the CLNP format and that the IETF “owns” the spec. Kent suggested
that change control be explicitly cited as one selection criterion.

BOF  Internet Society Q&A (isoc) (Vint Cerf/CNRI)

draft-iab-ipversion7-00.txt

Internet growth has created serious problems of address space
consunption and routing information explosion. A solution to these
problems requires a mew version of the Internet Protocol, which we
call IF wersion 7 (“IPv?”). This memo presents architectural

guidelines that any IPvf should meet. It then discusses how an IPw7
based upon the 0SI CLFP protocol would meet these requirements, and
presents the reasons for the IAE s preference for this solutionm.
Finally, it makes a three—part recommendation: (1) proceed at full
speed on CIDR; (2) do the design work on IPv? based on CLEF; and (3)
continue to pursue resesrch in advanced routing and other future
extensions of the Internet architecture,

4:00-6:00 pm Technical Presentations

e “Trusted NFS: Protocol Extensions for MultiLevel

Security” (Fred Glover/DEC)
o  “IP Encapsulation” (Bob Hinden/Sun and Dave Crocker/TBO)
e  “A Cloudy Crystal Ball - Visions of the Future”

(Dave Clark/MIT)

1992.06 1992.07

v
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Why IPng?

* Problems with |Pv4
* “Address Is running out!” i
* Routing table explosion

* Short term solutions T _
° N AT Figure 8 - Cumulative RIR Address assignments
° ClDR 00000

* Long term solution - MW
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|IAB’s proposal

Internet srowth has created serious problems of address space
consumption and routing information explosion. A solution to these
problems requires a new version of the Internet Protocol, which we
call IP version 7 ("IPv7”). This memo presents architectural
guidelines that anv IPv7 should meet. It then discusses how an IPv7T
based upon the 0SI CLNP protocol would meet these requirements, and
presents the reasons for the IAB s preference for this solution.
Finallv, it makes a three-part recommendation: (1) proceed at full
speed on CIDR: (2) do the design work on IPv7 based on CLNP: and (3)
continue to pursue research in advanced routing and other future
extensions of the Internet architecture.

TP4 [ TCP/DP

|
|
0SI CLNF [ IPvd | IPw7
|
|

199276 B IABE 75 — I OSIF A - To 2 32 M & 1S (CLNP)—¥5 A% 4 B BX XY
BRI AR SREOER, BRI TIETFE5EFENEERT.

> IABZFr DUEFECLNP 2 E A E B 95TV R RIULANES B (o), |ABIELE T IETF

18 SHESG) K F A UFSTI o @ — L R LG AN B B . 1ABEFRT
5. o IPHERAD . BARFEAXRE, X—RIBAYIVILELMEBERE, XX
KREKREBRKMNAREMEMAI . FEHNIETRRERIZEX— BB E A
BiE, BN REBEEEETHNERES, IIHFNEFAERSANLE B
FUEK, XHEENOGENEAEGRT, AENEFRBEETZA, KM
R ELTEE CEERABIIF AL T "(Lyman ChapinJUl 1,1992 cited in
Hofmann 1998, 15).
IABRYIX—RES|IR T —RIMWMHFR, T FRN—RETFEWFIZRAEHE
ERIEE . XNFULEFEIETFAS A E X BB M4t X FRfERUR R AR AR SN
fAEFX RN AR,

Steve CrockerSi S~z T # TIEE—— B BEMARAERLURTE, ERERA
POISED T {E4A(RFC 1396)%A T, XNIEREFNSFANBIRRELILT .,
ETRRE FIR 2N REEE/EREZE, Jon Postel FIE M JLAIE R A Y XBE 7 AP
LS SEENEZHIE . XLERARFRN R F7775F2 (8 51 (public
accountablity)IE & [RE.,

1992 F AR B AR AU SRR 7 JFNIABH JLEMNEE, BEiEthihis 7T EEBENIS,
BHZ[1996%F, ISOCFIABA FEE M E BN+ X & # k5 2 %A ESK
BIFASNE .
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Vint Cerf

* The Internet could
not have been so
successful in the past
years if IPv4 had
contained any major

flaw.

* Ten years of
experience brought

lessons.
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David Clark

VIEWS OF THE FUTURE

A Cloudy Crystal Ball

Visions of the Future

David D. Clark
M.L.T. Laboratory for Computer Science

IETF, July 1992

Alternate title: Apocalypse Now

0D P 1630 DOFFRGHT © Dasid Olark 1863

VIEWS OF THE FUTURE

ATM -- A really big elephant

Myths from New Jersey:
+ “They” will supply the scalable address space.
- “They” will solve the routing problem.
- ATM will solve the problem of real-time and QOS.
« “They” will be here real socn.

What are the real issues here?
- The network designers with telephony background
do not understand multi-application networks.
- The phone companies have no history or approach
to rapid deployment.
+ They do not know how to do QOS either.

An example: why ATM LANs.
- My personal research: Everyone -> Sun ->
standard.
wore WWHEN will the standard come? Mismatch possible.

VIEWS OF THE FUTURE

The last force on us -- us

The standards elephant of yesterday -- OSI.
The standards elephant of today -- it's right here.

As the Internet and its community grows, how do we
manage the process of change and growth?
+ Open process -- let all voices be heard.
» Closed process -- make progress.
» Quick process -- keep up with reality.
+ Slow process -- leave time to think.
+ Market driven process -- the future is commercial.
+ Scaling driven process -- the future is the Internet.

We reject: Kings, presidents and voting.
We believe in: rough consensus and running code.

D0 TR 15 DOPTRIGHT & David Clark 1562 ELIZE 0
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IP Versions

© w0 N O g B W N e O

10-15

IP

IP

IP

IP

IPv4

ST

IPv6
CATNIP
Pip
TUBA

March 1977 version (deprecated)
January 1978 version (deprecated)
February 1978 version A (deprecated)
February 1978 version B (deprecated)

September 1981 version (current widespread)
Stream Transport (not a new IP, little use)

December 1998 version  (formerly SIP, SIPP)
IPng evaluation (formerly TP/IX; deprecated)

IPng evaluation (deprecated)
IPng evaluation (deprecated)
unassigned

RFC791

RFC8200, RFC4291
RFC1707
RFC1621
RFC1347, RFC1606

SIPP Header Format

[Version| Flow Label

Payload Length | Payload Type |  Hop Linit

1
1
1
Source Address +
1
1
Destination Address +

1

I
I
+
I
I
+
I

RFC 1787

AP

October 1354 The Tranait Part is formatted an =

-+ e
WFID (78) | Header Size [DISIRIMIE| MBZ | Tine to Live |
ottt

+ et
Forward Cache Tdentifier

Datagran Length

Transport Protocol 1

Checksum

Destination Address .

Source Address ..

options .

I
|
|
1| | otmsee ve
|
|

IPv6 (SIPP: RFC1710)

IPv9 (TUBA: RFC1347)

IPv7 (CATNIP: RFC1707)

........

IPV8 (Pip: RFC1621)

3. tntons
Nexor Led.
1 April 1994

Perspective On The Usage Of TP Version 9

the usages of the old IP version protocal. It
of its successes and its fallures

IPv9 (April 1: RFC1606)
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Z136:  World Wide Web
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WWW

« 19804, 1AZH - Z (Tim Berners-Lee) ZF|CERNT{E¥F, FTEMNAENHZHAR (FERINX) #H{7XEt
&I, fthdeg 7 —E “WEREIE (Enquire Within) " 2%
o ZIT10FEE S, 1989F B XEEFICERN, IRH FAWorld Wide Web BN, 1BXR3AXIE, REEELS
HTHR
_ EBRNRBYIEE, mEARERNSHTER
— BEERG—ERN EE SR L EHRITIRE
« 1990F12H, BETHR EE— P HEMARS AN s FEF, 1991FEECERNAZIRER, FHEN
T RBREMEEEARETR

« 19937, F— 1 EFESFSEmX EEHE TN, BlEMosaic

« 19957, RIFFREAIN EaENetscape Navigator 1, & K& B ENetscape/a ) BNavigatorFHER A9

Internet Explorer
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* Principles such as simplicity and
moaularity are the stuff of

software engineering

o Decentralisation and tolerance
are the lite and breath of

Internet

s RO DU BEIERETRIES
AN, BMNKIZKE, A
FIMAMOKITER R E B WK S| /]

HIAR—"1

)43%

— Tim Berners-Lee
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Open Internet Keys

\lo\“‘:{:v{\!ﬁ \ Wffm”; Players |
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Ihnovation ,

39



Snowden

|@ EXCLUSIVE: NSA targeted China's Tsinghua University in extensive hacking attacks, says Snowden | South China Morning Post - Mozila Firefox (=] @ [t
X #EO SBY HRO BEE IAD BME)
| @ ExcLUSIVE: NSA targeted China's . x | + |
& @ www /china/a 1 a chinas-tsing| ¢ ||B- Google P 3 A

|2 BEBE < CERNET Network M.. @ = 1es o BFas

29-year-old American Edward Snowden, a contract employee atthe
National 3
revelations that surfaced in June 2013 aboutthe US govemments top
secret, extensive domestic surveillance programmes. Snowden flew to
Hong Kong from Hawaii in May 2013, and supplied confidential US
govemment documents to media outlets including the Guardian.

Edward
Snowden

@ NEWS + CHINA

EXCLUSIVE: NSA targeted China's Tsinghua
University in extensive hacking attacks, says
Snowden

Tsinghua University, widely regarded as the mainland’s top education and research institute,
was the target of extensive hacking by US spies this year

Sunday, 23 June, 2013, 8:02am

Lana Lam
lana lam@scmp.com
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RELATED TOPICS

IETF87
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be SEEN
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VIEWED | SHARED  COMMENTED
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EXCLUSIVE: US spies on Chinese
mobile phone companies, steals SMS
data: Edward Snowden

2 EXCLUSIVE: Snowden safe in Hong
Kong, more US cyberspying details
revealed

EXCLUSIVE: US hacked Pacnet, Asia
Pacific fibre-optic network operator, in

Apple iPhones, Android and even BlackBerry smartphones
all compromised by NSA

By Graeme Burton

(& Print Send [ Share

View Comments

Follow Graeme on Twitter

Newsletters

Sign up for our FREE
newsletters:

> Daily updsate

> Weekly update

Sign up

Latest stories from Security

E-skills and Cyber
Security Challenge bid
to make cyber
security appealing to
students

The US National Security Agency (NSA) has acquired the power to tap 3G
and 4G smartphones - not only Apple iPhones and Android devices, but
also supposedly secure BlackBerrys.

The revelation is the latestin a series of leaks orchestrated by
whistleblower Edward Snowden and journalist Glenn Greenwald. > [ETF to consider ‘Prism-proof'

. > " security architectures for the web
The news that even BlackBerry devices are vulnerable to security service

tapping will be particularly damaging to the company as security is one of
BlackBerry's key selling points.

> How can you attract talent to the
cyber security profession?

> NSA has 'circumvented or
cracked’ internet encryption
exposing banking systems,
medical records and more

The latest NSA leaks were published in German newspaper Der Spiege!
as The Guardian newspaper in the UK is rumoured to have been gagged
by "D-Notices™ issued by the government.

tate that it is possible for the NSA to tap most sensitive

IETF88

Encryption without authentication



Sweden event

* The IETF is willing to respond to the pervasive
surveillance attack?

* Overwhelming YES. Silence for NO.

* Pervasive surveillance is an attack, and the IETF
needs to adjust our threat model to consider it

when developing standards track specifications.

* Very strong YES. Silence for NO

* The IETF should include encryption, even
outside authentication, where practical.

e Strong YES. Silence for NO

* The IETF should strive for end-to-end
encryption, even when there are middleboxes
In the path.

* Mixed response, but more YES than NO.

* Many insecure protocols are used in the
Internet today, and the IETF should create a
secure alternative for the popular ones.

* Mostly YES, but some NO.

Hardening The Internet
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http://www.youtube.com/watch?v=oV71hhEpQ20

=R

N

Application (HTTP, HTTPS, [1.1, 2.0, 3.0])

Names: DNS, DNSSEC, DOT, DOH Certificate: DV OV . EV

u

Transport (TCP/UDP) : TLS. dTLS ({Ei#iEmitzE)

IPv6 (MEE=IT4H)

link: Ethernet (fiber, UTP, WIFI) Link: 2G. 3G, 4G, 5G. 6G
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USG statement

* The US governments role in IANA is purely clerical

* [here are four key principles — and that's it
e Support and enhance the multistakeholder model
* Maintain the security, stability, and resiliency of the Internet DNS

* Meet the needs and expectation of the global customers and
partners of the IANA services, and

* Maintain the openness of the Internet

* Governments are only one stakeholder and cannot be in
charge

» The answer to the transition lies in IANA's ‘customers’
* US domestic politics are a factor

* The bigger picture is developing countries and the
multistakeholder process

* I[CANN accountability is something for the community to
figure out
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IANA transition

Support and enhance the
multistakeholder model

—
the Internet

Meet the needs an

e
and partners
of the A services, and

Maintain the BPERNEssIof
the Internet

“Numbers”

“Protocol
Parameters”

“Names”

Root zone file

Review full
‘ RIRs Work on propesals L proposal .
*  Names v - ‘
*  Protocol 4 Tosting >
(communitieks)
Send| |Revise timeline
proposals| [if necessary
. : Decision on
] : : full proposal
ICG— > ——X
Finish 'Coordinate :  Feview commen ts %
q ! proposal on full proposal
: : : * Review full
USgOV Monitor community work L Monitor full proposal o proposal o
Now Feb2 March May June Sept
2015 2015 2015 2015 2015
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Circuit switching

Virtual circuit
switching

Packet switching

IP
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NDN
MobilityFirst
XIA
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Project to 2051 (?1)

Characteristic 1981 2016 2051
Backbone Channel Capacity 5 x 10* bps 101 bps 2%x10 bps
Personal Computer Storage < 10° bytes ~10'? bytes ~1018
Telecomm Service Providers ~102 ~10%(?) 108

Computers/User ~0.1 ~10 "_Elﬁ—
Computers Connected ~104 10%+ 10%,

Conclusion: We will not get there with the IP paradigm
(naming host interfaces, datagram service)
as the interoperability layer.

11th CFl Manjing, Jure 20016



20215 =/ IR HE 1 | PV I AB ZRZ AN 7

LGOI L e ) o X
cC e O B hitps//mww theregister.com/2021/07/26/china single stack pvé - 8 @ €% Lma =
ing s page « @ 3 x | A o x|+

‘F goo Dxawsss &GRS QFFLs DRARE © rres Dnnwe Duuesiess
TiEER c e 08t theregister com/2021/07/28/china single stack I RED mR 4= " A

DAREARE O GARS QRFLR ORARE O AR Do Quagsrnss Bmchm The Register Q=

- — i By 2025, the IPv6 user population vill be 800 million, 400 million IoT devices.
& sionin TheA Register 5= L =

BBER, EARMEEEENP6HA, 0. . RENRLHE, MATHEE. DRERNALRERE. oERarLEs - v bl eapnaistodddnd

of metropolitan area network traffic. Half the national home router fleet will
T2, PERINGEEEAHAL. BAMAIPGHE ST HHARIPGHE SHEH. BRTENFARRS. SB0. ZRET e
{* NETWORKS *| By that time, 95 per cent of major commercial websites and mobile internet
lications will be required 1o offer IPv6 support.
b, BEBRAGEATRINGDE. B LTNFRTARBSAMUBT RO, BB, BN SRS RBIER China sets goal of running single-stack IPv6 [ — =)
. ) — network b 2030 orders u rade blitZ China's IPV6 rollout and achieve a “single stack” network
REEPGEHEE SN PosiR SIERAEE, FURAR B RTAAP . L Pg

All levels of industry and government told to get moving, consumers encouraged to buy new Wi-Fi « China showing signs of brewing IPV6 eruption
routers

Siman Sharwond, APAC Edtor Mo 26 4 2021 0045 UTC

« IPV6 still 5-10 years away from mainstream use, but K8s networking and
mutti-cloud are now real

HOSER, AERRAENPORA, P B WANRAGA, REPCUARE. AFAR. RETERERAS 6. W4, ¥ L S e e P ———

[1] O R P AR R SO « China plots new Great Leap Forward: 1o IPv6

&, WA, SHRATLATRHPG [FARERIR. RS RRRERTRARETRCEE, FANFIS. SXOANATLRESS.| St ol G ol s P sy

2023, plus 200 millon Intemet of Things devices using the protocol,

The document outlines a vast array of research and industry development

activities to hasten the shift to IPv6, but also requires private enterprise —

IP\Gyﬁ&ﬂ Fﬁ]‘tﬁ&z’ iﬁﬁ@lpw}t%gﬁzi_ﬁl ?gﬂlﬁ]#gll)‘(s‘ﬁiﬁktﬁiwm ﬁ-&ﬁmlp\&méﬁ Ift]\_" 00‘0 E_(&U\tﬁrﬂq"é @ WE Also by 2023, home wireless routers will be required to enable and fully especially tech operations like cloud providers and content defivery networks

L g N g il i ‘support IPv6 by default, with 30 per cent of the national fleet using the -1 their offer 1Pv6.

protocol. Other eonsumeraev\; vill be required to bake in umg Half of e
» e moble traffic will use the land 15 t i China already has the infrastructure to conduct such tests. In April 2021, the

EH LR ERRN RIS PG, RERER I+ BANFLERNERENE, RAREHAE LM NBEEE niuriterviviotot e raton opened Pt neme Test fatucure comprisedof 3. nodes

all connected by 200Gbps links. IPv6 testing is one of facility's main jobs.

By the end of 2023, new networks won't be allowed 1o use IPv4 - a change
that signals progress in China's vision of a single IPv6 networking stack for

China’s IPv6 push is not new — in 2017 the nation issued an Action Plan for

ZEEH}ﬂEZ{EHm: ;EEY@IP\GE./I t’tﬂ\ i,\‘ &@ W?’]é}f}{ﬁﬁ}ﬂﬁ*ﬂ H ,k renaten :::):::::‘gml‘.avgt scale Deployment of Internet Protacol Version 6 that called

#ii %\ ﬁﬁ@ﬁ\ Kj ;ﬂ ;E Ry Kifﬂé N'%;é L—‘; ﬁf jigﬁ% 0 The recent notce states tht "signifcant progress” was made under that pian,

but also points out that the nation's 14th Five-Year Plan calls for building
digital infrastructure.
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IPv6-only

IPv6 Routing Forwarding
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IPv4: none IPv4: none
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RFC1925

Network Working Group R. Callon, Editor
Eequest for Comments: 1925 I00F
Categorv: Informational 1 Aprail 1996

The Twelve Networking Truths

Status of this Memo

Thizs memo provides information for the Internet communitv. This memo
does not specify an Internet standard of anv kind. Distribution of
this memo is unlimited.

Abstract

This memo documents the fundamental truths of networking for the
Internet communitv. This memo does not specifv a standard, except in
the sensze that all standards must implicitly follow the fundamental
truths.
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NG

* Solve the real problem: fBARESL o]
* Focus on the key issues: B o)

* Think globally : £&RB¥%E

* Actively participate in the mailing
email {73

* Speak to the friends: O OB

list: FEi@]

YN ]

* Encourage Young people: SRS
* Have fun: REHMH

0
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